P AI/ML for NWP Activities at NOAA OAR & NWS
| w (not exhaustive) -- Highlights from NCEP/EMC

- Fanglin Yang

o NATIONAL Physics and Dynamics Division
NOAA/NWS/NCEP Environmental Modeling Center
WEATHER

SERVICE

939_ Acknowledgment: Most of the slides were copied from a presentation Daryl Kleist gave at the 2nd
Workshop on Large-Scale Deep Learning for the Earth System In Bonn, Germany. Additional materials
were provided by Jun Wang, Wei Li and other colleagues at NCEP/EMC ......

A 39th WGNE workshop, November 4-8, Météo-France, Toulouse, France
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Integration of emerging data-driven models into the NOAA
research to operation pipeline for numerical weather prediction

Authors: Sergey Frolov', Kevin Garrett, Isidora Jankov, Daryl Kleist, Jebb Q. Stewart, John Ten
Hoeve.

Meeting title: AI4NWP: integrating emerging machine learning tools into NOAA's research-to-
operations pipeline for numerical weather prediction.

What: Identify a research and development roadmap and priorities for integrating emerging
deep learning tools for numerical weather prediction into the NOAA production pipeline.

When: November 28-30th, 2023.

Where: Boulder, Colorado and online.

Imperative to act

Over the last 18 months, a tidal wave of data-driven models revolutionized the way we think
about the future of the weather prediction enterprise (Bauer et.al 2023). Groundbreaking data-

https://doi.org/10.1175/BAMS-D-24-0062.1

https://psl.noaa.gov/events/2023/aidnwp_workshop/

AlI4WP Report -- workshop Nov 2023

Urgency to act:

Technology is developing rapidly
Potential has been demonstrated

Opportunities:

Ensemble forecasts represent the majority of
computational expenses at NOAA R&D and operations
Replacing ensemble forecasts with AIANWP tools
presents a great opportunity for both skill improvement
and cost reduction
Significantly large ensembles should:

—  Better represent extreme events,

— Improve initial conditions.
Reduce cost of operational transitions, operational
forecasts, and reanalysis production
Excitement for NOAA to do things differently, be more
agile!

Department of Commerce // National Oceanic and Atmospheric Administration // 2



Training of ‘NOAA-native models’ @

e Most current efforts are based on modification of the GraphCast code from
Google DeepMind.

B % ok ¥

e To train or fine-tune models :
- Prepare and stage NOAA data;
- Develop data loader for NOAA data;
- Modify GraphCast code to work with NOAA grids and variables;
- Develop training harness that works on multiple GPUs.

S
4

5%

e This has been undertaken in parallel by at least 3 groups at NOAA: EMC, NSSL,
PSL/GSL.

&

84
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Al4WP Cross-Line Office Team @

Balancing fast progress and collaboration

Grass-roots independent progress across NOAA

v

5 R o

Need for convergence

NOAA | >

Jan 2023 July 2023 Jan 2024 July 2024 Jan 2025

G| %

— EPICis developing website to highlight and connect activities across NOAA.

— EPIC/PSL/GSL: evaluating suitability of Anemoi/AIFS as platform for convergence of AIANWP activities.
— GSL/PSL/NSSL/EPIC: developing verification pipeline for models over CONUS.

— EMC/EPIC/GSL/PSL/?: could we converge on the official R20 pipeline for training and evaluation?

— Investigating path forward to generate high-resolution, high-quality training data.

&
Lo
B
X

84
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CI RA/G S L TC Eva I U atio 1] Research Team: CIRA/CSU Tropical Cyclone

and Al Groups, and GSL

Lead: Mark DeMaria (CIRA)
Verification of May-Nov 2023 Tropical Cyclone Track

Forecasts using the National Hurricane Center
Verification Methodology FCN1 = FourCastNet original

2023 Northern Hemisphere FCN2 = Updated FourCastNet
Track Error, Late Models GCRS = GraphCast

PGWX = PanguWeather

GFSO = NCEP GFS global Model

ECMO = ECMWE-IFS global model

400 ——

350 |

w
o
o

N
o
o

.‘g‘
(=) (/]
5 § A) Track results (on left):
= 200
g E Model track errors very similar between NWP and Al4WP models,
= 150} except:
100 ° FCN1 a bit worse through 96 h,
. i ° GraphCast was better than all models after 96 h.
50 [ f ]
p Bl bbb b e bcbisibndo B) Intensity results (not shown here):
0 12 24 36 48 60 72 84 96 108 120 132 144 156 168
Forecast Period (h) ° All AIWP models have extreme low bias.
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NSSL: Spring forecasting experiment results @

00z Day 7 Al-Generated Global NWP Emulators °

GFS received the highest ratings on average, but Grap

Count = 138 Count = 139 Count = 139 Count = 139
Mean = 6.478 Mean = 5.820 Mean = 5.381 Mean = 5.079

adn 270 Madn =64 Madn =64 Mdn =54 was statistically similar

e Al models generally rated higher in strongly-forced

3
sl
x>

environments; struggled with weak/subtle forcing and

o

o split-flow regimes

A V . e Derived soundings were physically realistic but very smooth —
difficult to get inversions

ol & e Al models showed less run-to-run and day-to-day

% consistency than the GFS — the “best” Al model varied

9 2 considerably each day

b e Participants impressed by current state of models but

') = S o AT indicated there’s still work to do before they’re ready for
Slide courtesy of David Harrison ope rations

Department of Commerce // National Oceanic and Atmospheric Administration // 6
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- Modified GraphCast to
work with regional
domain

5 R ok

- Trained on archive of
3-km WOFS forecasts.

G| %

- High-fidelity emulation
of WoFS, even without
diffusion, owing to
10-min data interval
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See Poster by Corey Potvin

NSSL: WoFSCast

WoFS (NWP)

_Time: 2021-05-15 00:20:00

WoFSCast

_Time: 2021-05-15 00:20:00

140 140
- TN PN (Yo TS
= S
120 ) plie 120
100 A 100 A
0@ @Q 0@ =
IR 2. o R
40 & 40 &
O o O o
204 20
o S
= =
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Comp. Refl. dBZ Comp. Refl. dBZ
16 - Time: 2021-05-15 00:20:00 16 - Time: 2021-05-15 00:20:00
14 14
12 12

N A o ®
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25 5.0 10.0 15.0 20.0 25.0 30.0
Vert. Velocity m/s

: 4} @g
6 0 ‘/;3} & |

40 50 60 70

80 90 100 110 120

2.5 5.0 10.0 15.0 20.0 25.0 30.0
Vert. Velocity m/s

@,

Composite reflectivity
(horiz line — vertical
cross-sections below)

Updraft speed,
divergence,
8, perts
(cold pools)

Slide courtesy of Corey Potvin, Monte Flora
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PSL: Cycling with emulators

70 KE spectra at ~200mb (forecast ensmean) graphcast msip increment, 2021090906

—— 96 UFS 0° 60°E 120°E 180° 120°wW 60°W
—— C96L127 UFS il

—— GraphCast (0.25deg)

~——— PanguWx
—— GraphCast

5 2% o

s
£
b
E
o
3
a
N
T
E

. " . . . \ . : . o . 2 s
Sep 08 15 22 ot 08 15 22 Nov . 10 wavenumber 10 10
analysis time 2021-Nov

-48 -36 -24 -12 0.0 1.2 2.4 3.6 4.8
hpPa

« Assimilation of surface pressure only observations as in 20CrV3 reanalysis using EnSRF.

e All deterministic AlANWP models grow instabilities and “blow-up”.

« Path forward: train our own models that can be resilient to high-frequency noise in initial
conditions, reduce non-physical noise in the analysis states.

o
4
&
—
o
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Slide courtesy of Jeff Whitaker and Laura Slivinski

Department of Commerce // National Oceanic and Atmospheric Administration // 8



Highlights of Al/ML Activities at NWS/NCEP @
Environmental Modeling Center

e Training GraphCast Weather model using GDAS data (MLGFS)
e ML-based Global Ensemble Forecast System (MLGEFS)
e ML-based Air Quality Model (AQcGAN)

e ML for bias corrections

Department of Commerce // National Oceanic and Atmospheric Administration // 9



GraphCast Model Implementation at NCEP/EMC '

Resolution:
o  6-hourly temporal (up to 10 days lead time)
o  0.25-degree spatial

Input weather state Predicting the next state Rolling out a forecast

GraphCast

Num. Levels:
o 13150, 100, 150, 200, 250, 300, 400, 500, 600,
700, 850, 925, 1000]
o 37[1,2,3,5,7,10, 20, 30, 50, 70, 100, 150, 200,
250, 300, 350, 400, 450, 500, 550, 600, 650, 700,
750, 800, 850, 900, 925, 950, 975, 1000]

Processor

Surface Variables:

2m Temperature,

10m U&YV Components of Wind,
Mean Sea Level Pressure,
Total Precipitation

o O O O

Atmospheric Variables:

o  Geopotential Height,
Temperature,
Specific Humidity,
U&YV Components of Wind,
Vertical Velocity

@)
O
O
O
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Training GraphCast Weather model using GDAS data @

Compute Node: e  Metrics:
o PWAWS Cloud o RMSE, '
o 8 H100 80GB memory GPU cores o ACC (ERAS5 Climatology data were used to
calculate ACC)

Training period:

o 2021-03-21 - 2022-09-01 (4 cycles/day) e Scenarios:
1) Fine tuned GraphCast against ERAS

2) Fine tuned GraphCast against GDAS
3) Fully trained GraphCast against GDAS
4) GFS forecast against GDAS

O

Validation period:
o 2022-09-01 - 2023-01-01 (4 cycles/day)

o O O

Verification period:

o 2023-01-01 - 2024-01-01 (2 cycles/day: 0z and 12z) _
e Regions:

Training steps o Global,
o Model 1: Fine tuning GC for 12, 13 and 14 North America,
Autoregressive steps using GDAS and ERAS data Northern Hemisphere,
o  Model 2: Full Training GC with GDAS data Southern Hemisphere,

O
O
O
o Tropics

Department of Commerce // National Oceanic and Atmospheric Administration // 11



500-hPa HGT ACC, May-Sept 2024

AG:: HGT PBQO0 'GR/ 0%, 80540801 =20840000 AC: HGT P500 G2/SHX 00Z, 20240501-20240930

1
0.9 0.9+
084 —— GFSV16 153 084 — GFSV16 153
MLGFS_L13 183 MLGFS _L13 153

0.7 - 0.7+

0.6 4 0.6 4

0.6 4 0.5

0.4 0.4

0.3 4 0.3 -
0.06 4 Difference w.r.t. GFSVie oies Difference w.r.t. GFSV1é
0.06 -
0.04 4 0.04
0.03 4
0.02 0.02 4
0.01 4 ,

O P L) L - OTac Gittorensen outetae or sutimamate | -1 | 1 11 1 1| I
-0.01 are significant at the 95X confidence leaval 2 -l.nlﬂccn". S e s Sonndone. l.';l‘ - “
[ 45 %6 144 102 240 ¢ - o . . = e

Forecast Hour Forecast Hour
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Resolution:
o  0.25 degree spatial resolution Xto1, Xt Xto+19, glo+20

Rto+39 gto+40
O 6-hourly temporal resolution up to 16 Days lead time 4

Number of Levels: 13

Core Architecture: GraphCastGFS

GraphCast GraphCast GraphCast

Number of Ensemble Members: 31

Data Uncertainty:
o ICs: Perturbed GEFS Initial Conditions
m 30 perturbed members
m 1 control member

Rto+1  Rto+20 Rto+21 Rro+40 Rto+al  Rto+60

Model Uncertainty:

o Multiple configurations of GraphCastGFS (perturbing model weights) initialized with the control member

m 30 members from configurations of GraphCastGFS

Note: We are also considering to implement GenCast and SEEDS ensemble models from Google.
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ML-based Global Ensemble Forecast System (MLGEFSv1.0)

MLGEFS global forecasts verification for 20240227 against GDAS analysis

MLGEFS CRPS score is higher than GEFSv12 in southern hemisphere, but is still
lower than GEFSv12 in northern hemisphere

Northern Hemisphere 500hPa Height
Continous Ranked Probability Skill Scores
Average For 20240227 — 20240227

GEFSv12
OLD

0.9

0.8+

0.7+
0.6
0.5+
0.4+

0.3

Skill Scores

0.24

0.1

Forecast days

5 4 5 6 7 8 9 10 11 12 13 14 15

Skill Scores

Southern Hemisphere 500hPa Height
Continous Ranked Probability Skill Scores

Average For 20240227 — 20240227

GEFSv12
OLD

i 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Forecast days
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Full Air-Quality Model Emulation DL Network - AQcGAN

e Using a conditional GAN
o Uses a sequence to sequence translation
o Based on Pix2PIx architecture

e Based on Bihlo (2021)

e Adapting for Air Quality modeling

e Forecasting “differences” through time

e Introducing a 3™ dimension for vertical column

Unmmcmeum Lol b S et Ll o Foen
; i
Input vecor \
o b )
(eoerated) \
m’m' \A W AN oanph
™ /\/m ¢
4 Dot _, 441
-
Roal ol ml/foke
" taken froma \ ‘
Conditional GAN oo - - e e
Updatethe )
s Comnilncs Based on Image-to-Image Translation (s0la 2017)

Courtesy of Jennifer Sleeman (JPL)

@ @ NATIONAL WEATHER SERVICE
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\
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000464
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000398 0004
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ML for Bias Correction - model architecture (UNet)

L 64 1 UNet with Convolutional Block
encoder decoder - et with Lonvoiutional Bioc
Attention Module (CBAM):
_ skip connection e doubleConv
e —|—{output o  3X3 filter
o Batch normalization
_ o LeakyRelLU
128 e Max pooling: 2X2
- u-»l 128 Attention Module:
e Identify important features
l I FoT across channels and spatial
256 ==> doubleConv regions
I [ s | con
l - l l max pool 2x2
-l — [—-s512 l upsampling
l 1024 I == 1x1 conv
—
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ML for Bias Correction - T2m
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- (b) J 2
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GFS vs ERAS UNet vs ERAS s
@ 1.00 ®
45 ors ] e Top: spatial distribution of five-month (January-May) mean bias
40 of t2m for forecast hour 72, averaged over four cycles (00, 06,
0.50
55 12, 18).
R 7 e Bottom: domain-averaged RMSE and bias for forecast hour 6
gzs g o.oo—m\w to 240
1 ~025 1 e GFS shows cold biases over west and east CONUS, while
iz ~0.501 N warm biases over central CONUS.
0:5, | o7 e UNet effectively reduced both warm and cold biases.
0 —*— UNet B —— UNet
0 24 48 72 Lezgtirlrio(hiﬁs)lﬁii 192 216 240 0 24 48 72 Lez?j tirlrIZCO(hiélllA:s)168 192 216 240 L|nl|n Cui, Jun Wang
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ML for Bias Correction - CAPE
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Validation dates

Wei Li, Linlin Cui, Sadegh Tabas, Jun Wang, Fanglin Yang
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Land: 2023 summer
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